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SUBJECT CARD
Name in Polish Techniki inteligencji obliczeniowej 
Name in English Computational Intelligence Techniques 
Main field of study (if applicable): Applied computer science
Specialization (if applicable): Information System Design
Level and form of studies: 2nd level, full-time
Kind of subject: obligatory 
Subject code INZ002402
Group of courses NO
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	Lecture
	Classes
	Laboratory
	Project
	Seminar

	Number of hours of organized classes in University (ZZU)
	30
	
	15
	
	

	Number of hours of total student workload (CNPS)
	60
	
	60
	
	

	Form of crediting
	crediting with grade*
	
	crediting with grade*
	
	

	For group of courses mark final course with (X) 
	
	
	
	
	

	Number of ECTS points
	2
	
	2
	
	

	including number of ECTS points for practical (P) classes 
	0
	
	2
	
	

	including number of ECTS points for direct teacher-student contact (BK) classes
	1,2
	
	1,2
	
	


*delete as applicable
	[bookmark: table03]PREREQUISITES RELATING TO KNOWLEDGE, SKILLS AND OTHER COMPETENCES
1.  Knowledge of logic, rough and fuzzy sets, neural networks



\
	[bookmark: table04]SUBJECT OBJECTIVES
C1 Introduce the modern computational intelligence methods to students
C2 Gather knowledge for applying the nature-inspired algorithms to different optimization problems
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	SUBJECT LEARNING OUTCOMES
relating to knowledge:
PEK_W01 student has a basic knowledge of various computational intelligence methods
PEK_W02 student knows and understands basic notions connected with computational intelligence

relating to skills:
PEK_U01 student is able to choose a proper method for solving an optimization problem
PEK_U02 student is able to design and implement a proper method for solving an optimization problem
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	PROGRAM CONTENT

	Lectures
	Number of hours

	Lec 1
	Introduction-what is a computational intelligence?
	2

	Lec 2
	Simple genetic algorithm
	2

	Lec 3
	Evolutionary Algorithms
	2

	Lec 4
	Evolutionary and Genetic Programming
	2

	Lec 5
	Ant Colony Algorithm
	2

	Lec 6
	PSO and Bees algorithm
	2

	Lec 7
	Algorytm Cuckoo Search, Firefly Algorithm
	2

	Lec 8
	Immunological Algorithm
	2

	Lec 9
	Neural networks- basic notions
	2

	Lec 10
	Multi-layer neural network
	2

	Lec 11
	Learning methods of neural network
	2

	Lec 12
	Multi-agent systems
	2

	Lec 13
	Neuro-fuzzy systems
	2

	Lec 14
	Other methods: rough sets, fuzzy sets
	2

	Lec 15
	Test
	2

	
	Total hours
	30
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	Classes 
	Number of hours

	Cl 1
	
	

	Cl 2
	
	

	Cl 3
	
	

	Cl 4
	
	

	..
	
	

	
	Total hours
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	Laboratory
	Number of hours

	Lab 1
	Introduction. 
	1

	Lab 2
	Implementation of a simple program for solving a selected optimization problem using evolutionary algorithm. 
	4

	Lab 3
	Assessing the quality of the implemented algorithm using various methods of selection, crossing and mutation.
	2

	Lab 4
	Implementation of a simple program for solving a selected optimization problem using another method introduced during the lecture.
	4

	Lab 5
	Implementation of a simple program for simulating the neural network, rough or fuzzy reasoning.
	4

	
	Total hours
	15
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	Project
	Number of hours

	Proj 1
	
	

	Proj 2
	
	

	Proj 3
	
	

	Proj 4
	
	

	…
	
	

	
	Total hours
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	Seminar
	Number of hours

	Sem 1
	
	

	Sem 2
	
	

	Sem 3
	
	

	…
	
	

	
	Total hours
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	TEACHING TOOLS USED

	N1. Traditional lecture
N2. Labs
N3. One-to-one consultancy during stuff hours
N4. Student self-study


EVALUATION OF SUBJECT LEARNING OUTCOMES ACHIEVEMENT
	[bookmark: table0C]Evaluation (F – forming (during semester), P – concluding (at semester end)
	Learning outcomes number
	Way of evaluating learning outcomes achievement

	P -laboratory
	PEK_U01
PEK_U02
	Evaluation of the prepared tasks during labs, oral test

	P-lecture
	PEK_W01
PEK_W02

	Test
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	PRIMARY AND SECONDARY LITERATURE

	PRIMARY LITERATURE:
[1] Leszek Rutkowski, Metody i techniki sztucznej inteligencji, Wydawnictwo Naukowe PWN, 2009
[2] Jarosław Arabas, Wykłady z  algorytmów ewolucyjnych, Wydawnictwo Naukowo-Techniczne, 2004
SECONDARY LITERATURE:
[1] Robert Kosiński, Sztuczne sieci neuronowe, Wydawnictwo Naukowo-Techniczne, 2007
[2] Jacek Łęski, Systemy neuronowo-rozmyte, Wydawnictwo Naukowo-Techniczne, 2008
[3] M. Krzyśko, W. Wołyński, T. Górecki, M. Skorzybut, Systemy Uczące się, Wydawnictwo Naukowo-Techniczne, 2008
[4] Praca zbiorowa pod red. P. Kulczyckiego, O. Hryniewicza, J. Kacprzyka, Techniki informacyjne w badaniach systemowych, Wydawnictwo Naukowo-Techniczne, 2007


	SUBJECT SUPERVISOR (NAME AND SURNAME, E-MAIL ADDRESS)

	Dr inż. Adrianna Kozierkiewicz (adrianna.kozierkiewicz@pwr.edu.pl)




*delete if not necessary
