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	[bookmark: table01]FACULTY ……… / DEPARTMENT……………… 
SUBJECT CARD
Name in Polish Sieci neuronowe………………………….
Name in English Neural Networks…………………………….
Main field of study (if applicable): Informatics……………. 
Specialization (if applicable): ……………………..
Level and form of studies: 1st/ 2nd* level, full-time / part-time*
Kind of subject: obligatory / optional / university-wide*
Subject code INZ005222
Group of courses YES / NO*
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	Lecture
	Classes
	Laboratory
	Project
	Seminar

	Number of hours of organized classes in University (ZZU)
	30
	
	30
	
	

	Number of hours of total student workload (CNPS)
	60
	
	60
	
	

	Form of crediting
	Examination / crediting with grade*
	Examination / crediting with grade* 
	Examination / crediting with grade*
	Examination / crediting with grade*
	Examination / crediting with grade*

	For group of courses mark (X) final course
	X
	
	
	
	

	Number of ECTS points
	2
	
	2
	
	

	including number of ECTS points for practical (P) classes 
	1,2
	
	1,2
	
	

	including number of ECTS points for direct teacher-student contact (BK) classes
	2
	
	2
	
	


*delete as applicable
	[bookmark: table03]PREREQUISITES RELATING TO KNOWLEDGE, SKILLS AND OTHER COMPETENCES
1. K1INF_U02 skills in coding at any high programming language 
2. K1INF_W01fundamental knowledge in differential calculus and matrices. 


\
	[bookmark: table04]SUBJECT OBJECTIVES
C1 Teaching neural network design
C2 Presentation of various kinds  of neural networks trained in supervised and unsupervised way
C2  Teaching practical application of  neural networks:  a choice of neural network to a specific  problem, design of its architecture and  training.
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	SUBJECT EDUCATIONAL EFFECTS
relating to knowledge:
PEK_W01 Student knows theoretical background of neural network architecture, methods of training principles of processing information 
relating to skills:
PEK_U01 Student knows how to analyze and formulate problem in terms of neural network application. 
PEK_U02 Student is able to design and to implement application  being neural network model
PEK_U03 Student is able to plan and conduct experiments testing efficiency of applied neural network . 
PEK_U04 Student knows how to prepare report describing conducted experiments. 
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	PROGRAMME CONTENT

	Form of classes – lecture
	Number of hours

	Lec 1
	Introduction to the course and its content description. Presentation of assement principles. Neural network design. The first simple network – simple perceptron. 
	3

	Lec 2
	 Adaline. MLP, Backpropagation as a method of supervised training 
	3

	Lec 3
	Multilayer network – choice of the arhitecture to the problem. Choice of the hiperparameters. A way of input/output information coding 
	3

	Lec4
	Fundamentals of convolutional networks
	3

	Lec5
	Regularization Autencoder. Interesting applications of multilayered networks. 
	3

	Lec6
	Unsupervised training. Networks: CP, SOM and RBF
	4

	Lec7
	 ASsociative memories – Hopfield and BAM networks
	3

	Lec8
	Boltzmann Machine.  Test 
	3

	Lec9
	Short survey of deep neural networks and their applications. 
	2

	Lec 10
	Questionnaire. Test
	3

	Lec 11
	
	

	Lec 12
	
	

	Lec 13
	
	

	Lec 14
	
	

	Lec15
	
	

	
	Total hours
	30313
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	Form of classes - class
	Number of hours

	Cl 1
	
	

	Cl 2
	
	

	Cl 3
	
	

	Cl 4
	
	

	..
	
	

	
	Total hours
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	Form of classes - laboratory
	Number of hours

	Lab 1
	Introductory information. Princples of course assesment presentation. Health and safety of work priniples. Implementation of simple neuron and its way of training - exercise 1
	3

	Lab 2
	Checking exercise 1. Conducting research with simple network. Report preparation.  Report must be sent to the instructor the day before the next lab.
	3

	Lab 3
	Design and implementation  MLP network– exercise 2
	3

	Lab 4
	Test of MLP network with sigmoidal function, with different number of neurons in hidden layer  and various values of learning coefficient. Report preparation from this stage of research of exercise 2. 
	3

	Lab 5
	New activation functions application. Building a network with more hidden layer. Optimization of learning coeficient application,  Zmiana funkcji aktywacji w sieci, powiększenie liczby warstw. Report from this stage of exercise2.  Report must be sent to the instructor the day before the next lab.
	3

	Lab6
	Design and implementation a shallow convolutional network  – exercise3
	3

	Lab7
	Implementation of convolutional network. Testing the network.  
	3

	Lab8
	Conducting experiments. Report preparation.  badań. Report must be sent to the instructor the day before the next lab.
	3

	Lab9
	Discussion about experiments and reports
	3

	Lab10
	Discussion about experiments and reports
	3

	…
	
	

	
	Total hours
	30
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	Form of classes - project
	Number of hours

	Proj 1
	
	

	Proj 2
	
	

	Proj 3
	
	

	Proj 4
	
	

	Proj5
	
	

	
	
	

	
	Total hours
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	Form of classes - seminar
	Number of hours

	Sem 1
	
	

	Sem 2
	
	

	Sem 3
	
	

	…
	
	

	
	Total hours
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	TEACHING TOOLS USED

	N1. Informational lecture supported by multimedia presentation
N2. Design specification  needed for the project 
N3. Design document template 
N4. e-learning system  applied for publication of  didatic materials


EVALUATION OF SUBJECT EDUCATIONAL EFFECTS ACHIEVEMENT
	Evaluation (F – forming (during semester), P – concluding (at semester end)
	Educational effect number
	Way of evaluating educational effect achievement

	F1 test i ocena implementacji  ćw.1
	PEK_U01
PEK_U02
	Assessed are promptness and quality of the code 0-10 points.

	F2 Raport z ćwiczenia1 
	PEK_U03
PEK_U04
	Appraisal refers to the quality of conducted experiments, their deep analysis and presentation of the results in the report. Scale 1-10 points 

	F3 test i ocena implementacji  ćw.2
	
	[bookmark: _GoBack]Assessed are promptness and quality of the code Scale 1-20 points.

	F4 Raport z ćwiczenia2
	PEK_U03
PEK_U04
	Appraisal refers to the quality of conducted experiments, their deep analysis and presentation of the results in the report. Scale 1-20 points

	F5 test i ocena implementacji  ćw.3
	PEK_U01, PEK_U02
	Assessed are promptness and quality of the code 0-20 points

	F6 Report from exercise 3
	PEK_U03
PEK_U04
	Appraisal refers to the quality of conducted experiments, their deep analysis and presentation of the results in the report. Scale1-30 points.

	Fp – final project assesment 
	PEK_U01 – PEK_U04
	The final number of points Fp from the project is calculated as: F=F1+F2+ F3+F4+F5+ F6.
Remark: The final number of points will be decreased in 10% of max points assigned to the exercise for each week of late implementation or report delivery. 

	 P– final course assessment 
	PEK_W01
	Test is composed of  questions with assigned number of points. To total number of points from the test is FW. 
The final note is based on the sum P=Fp+Fw. It is assigned  as follows: 
<50%, 60%)  dst
<60%, 70%)  dst+
<70%, 80%)  db
<80%, 90%)  db+
<90%,   bdb
Remark: The number of points from each - lecture or project must be higher than 50% of maximal number of points for the given course. 
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	PRIMARY AND SECONDARY LITERATURE

	PRIMARY LITERATURE:
LITERATURA PODSTAWOWA:
[1]  S.Osowski: Sieci neuronowe w ujęciu algorytmicznym, WNT 1996
[2]  I. Goodfellow, Y. Bengio, A. Courville: Deep learning, MIT 2016
[3]  Sieci neuronowe w zastosowaniach, pod red. U. Markowskiej Kaczmar, H. Kwaśnickiej, Oficyna Wydawnicza PWr. 2005
[4]  T. Masters: Sieci neuronowe w praktyce. Programowanie w języku C++, WNT 1996
[5]  Biocybernetyka i inżynieria biomedyczna 2000 Tom 6 Sieci neuronowe (redaktorzy tomu (Włodzisław Duch, Józef Korbicz, Leszek Rutkowski, Ryszard Tadeusiewicz); Akademicka Oficyna Wydawnicza EXIT.

LITERATURA UZUPEŁNIAJĄCA:
[1]  R. Tadeusiewicz: Wprowadzenie do sieci neuronowych, StatSoft 2001. 


	SUBJECT SUPERVISOR (NAME AND SURNAME, E-MAIL ADDRESS)

	Urszula Markowska-Kaczmar, urszula.markowska-kaczmar@pwr.edu.pl




MATRIX OF CORRELATION BETWEEN EDUCATIONAL EFFECTS FOR SUBJECT
Neural Network
AND EDUCATIONAL EFFECTS FOR MAIN FIELD OF STUDY ………………………..
AND SPECIALIZATION ……………………………..
	[bookmark: table0E]Subject educational effect
	Correlation between subject educational effect and educational effects defined for main field of study and specialization (if applicable)**
	Subject objectives***
	Programme content***
	Teaching tool number***

	PEK_W01 (wiedza)
	K1INF_W19
	C3
	lec1 – lec9
	N1,N4

	PEK_U01 (umiejętności)
	K1INF_U16
	C1, C2, C3
	lec1
Lab1-Lab 9
	N1, N4

	PEK_U02
	 K1INF_U16
	C1,C3
	Lab2, Lab4, Lab 5 Lab7, Lab8
	N1, N2, N4

	PEK_U03
	K1INF_U16
	C1, C3
	Lab2, Lab4, Lab 8
	N2, N4

	PEK_U04
	K1INF_U16
	C3
	Lab2, Lab4, Lab8
	N3

	 
	
	
	
	

	 
	
	
	
	


** - enter symbols for main-field-of-study/specialization educational effects
*** - from table above

